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Abstract  

Millions of individuals all over the globe suffer from the mental condition known as bipolar 

disorder. The most effective treatment and management of bipolar disorder depend on a prompt and 

correct diagnosis. Interest in using machine learning algorithms to diagnose bipolar disorder from clinical 

and neuroimaging data has increased in recent years. In this article, we suggest a unique strategy for 

bipolar illness categorization by combining clinical and neuroimaging data. The obtained data was then 

classified using probability density function techniques and a recurrent neural network. Based on clinical 

and neuroimaging data, our technique has 98% accuracy in classifying bipolar illness. We also used 

feature selection to discover the most relevant clinical and neuroimaging variables for bipolar disorder 

categorization. Our findings highlight the potential of machine learning algorithms for accurate and early 

diagnosis of bipolar disease, as well as the need of combining both clinical and neuroimaging data for 

bipolar disorder categorization. 
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I. INTRODUCTION  

Bipolar illness is a complicated and chronic mental health issue that affects millions of people 

worldwide [1]. It is distinguished by strong mood changes, such as hypomanic, manic, and depressed 

episodes [2]. A person experiencing a manic episode may have increased energy, a reduced need for 

sleep, quick thinking, grandiose views, and impulsive conduct [3]. Individuals experiencing a depressive 

episode may suffer emotions of grief, despair, regret, and worthlessness, as well as changes in food, sleep, 

and activity levels [4]. 

There are various types of bipolar disorder, each of which is defined based on a person's 

individual symptoms and mood fluctuation patterns [5]. The basic kinds of bipolar disorder include 

bipolar I, bipolar II, and cyclothymic illnesses [6]. The Diagnostic and Statistical Manual of Mental 

Disorders, Fifth Edition (DSM-5) is the most widely used categorization system for mental health 

illnesses, and it recognizes both designated and unspecified bipolar disorders [7]. 

Bipolar I disorder is defined by at least one manic episode lasting at least one week or requiring 

hospitalization [8]. A manic episode is distinguished by an unusually high or irritated mood, increased 

energy, and other symptoms such as grandiosity, reduced sleep need, quick thinking, and impulsivity [9]. 

Depressive episodes may endure for at least two weeks and are distinguished by sadness, loss of interest 

or joy, changes in eating and sleep, and suicidal thoughts or acts [10]. 

Bipolar II illness is distinguished by at least one hypomanic episode, a lesser type of mania that 

lasts at least four days [11]. Hypomania is similar to mania, although it is less severe and usually does not 

need hospitalization [12]. Depressive episodes persist at least two weeks in people with bipolar II disease 

and are equivalent to those experienced by those with bipolar I condition [13]. 

Cyclothymic disorder is a milder form of bipolar disorder characterized by continuous mood 

changes that do not match the criteria for a manic or depressed episode [14]. Cyclothymic disorder 
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patients may suffer hypomania and mild depression, although these episodes are usually less severe and 

last less time than bipolar I or II illness [15]. 

Other defined and unnamed bipolar diseases are used to categorize instances of bipolar disorder 

that do not fit the criteria for the major categories [16]. This group may include cases with mixed traits, 

fast cycling, or subthreshold symptoms [17]. 

Accurately classifying bipolar illness is critical for selecting the best appropriate therapy and 

management plan [18]. A thorough assessment, including a review of the patient's medical and 

psychiatric history, a physical examination, laboratory testing, and psychological evaluations, is often 

required for an accurate diagnosis and categorization. Many people with bipolar illness are able to 

regulate their symptoms and live productive lives with correct diagnosis and treatment [19]. 

II. BACKGROUND STUDY  

Alimardani, F. et al. [1] This research explains how steady-state visual evoked potentials 

(SSVEPs) may be used to categorize patients with schizophrenic and bipolar disorders. The concept that 

anomalies in the interhemispheric interaction of schizophrenia patients' brains may alter visual pathways 

led researchers to suggest skewness and kurtosis of SSVEP signal-to-noise ratio (SNRs) as additional 

classification features to detect the deterioration. Due to the excellent signal-to-noise ratio (SNR) of the 

SSVEP amplitude, this approach did not need considerable preprocessing, making it computationally 

efficient. While the subject is at rest, SSVEP recordings can be quickly completed with fewer electrodes 

than are required for other methods (for example, at least 19 for the international 10-20 system). 

García-Jiménez, J. et al. [6] Some information on the characteristics of this sickness may be 

gleaned from the BD categories provided in diagnostic guides; however, the use of additional encoders, 

such as PP, may improve upon this. The author has shown a statistically significant link between each 

polarity and various qualities important in the approach to and treatment of BD throughout the 

investigation, despite the presence of contradictory findings in the literature. This may be because there is 

no agreed-upon method for evaluating PP, but it might also be because the selected articles used different 

methods. More study, especially prospective studies with a standard definition and methodology, was 

needed to show the reliability of the connection between PP and the important parameters in BD patient 

follow-up. 

Leclerc, J. et al. [7] The author of this study proposes a set of administrative code combinations 

that might be used by public health and program organizations in order to monitor the prevalence of 

depression, bipolar disorder, and adjustment disorder in the general population. Between 2000 and 2001 

and 2016 and 2017, the author saw a decline in major depressive and bipolar disorders and an increase in 

adjustment disorders. Budget allocations may need to be adjusted if future research shows that the 

associated burden of care follows the same trends as preventive public health programs. 

Lee, C.-Y. et al. [8] However, it proved challenging to construct a nonlinear model that 

emphasizes the interactions between many SNPs, making genome-wide association study (GWAS) 

analysis a potent tool for determining the amount to which each SNP contributes to sickness. In addition 

to genome-wide association studies (GWAS), this research offers a data science paradigm for BD 

categorization. The author presents a method that combines four state-of-the-art algorithms to reliably 

identify critical SNPs and interaction effects, taking into consideration both the linear and nonlinear 

structures of SNPs. By comparing the classifiers' cut-off point, sensitivity, specificity, area under the 

curve (AUC), and accuracy, a ROC curve analysis was performed to evaluate the synergy of SNP 

combinations for BD classification. In order to improve clinical application decision-making, a GWAS 

analysis can quickly differentiate the two subtypes utilizing two sets of case records: BD-I and BD-II. 

Rubensson, A., & Salzmann‐Erikson, M. [12] Based on NANDA-I diagnoses, the author 

researched and assessed which health perspectives were included into care plans for persons with bipolar 

illness. Based on these authors document analysis, the author find that the NANDA-I system adheres to 
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the holistic approach in that it acknowledges the existence of health even during disease. It was observed 

that there was a link between health and patients' personal assets, happiness, conduct, and functioning. 

When using standardized care plans, nurses must be cautious not to lose sight of the holistic view. 

Finally, the author feel that the NANDA-I method was consistent with both the person-centered and 

holistic health theories. 

Su, V. et al. [14] This population-based research discovered that COPD patients had an elevated 

risk of bipolar illness. More study was needed to identify the pathogenic processes that underpin the link 

between COPD and bipolar illness. 

Vasu, V., & Indiramma, M. [17] Datasets, in combination with the right classifier approach, were 

shown to be the most crucial aspect in the investigation of psychological issues. Although ECG 

outperformed other data sources, it is not robust enough to rely on HRV mode. Since the brain and retina 

have a similar morphological pattern, the use of retinal images for the prediction of bipolar disorder 

improves accuracy. 

 

Xing, X. [19] In this work, the author conducted a multimodal analysis of the BD corpus with an 

emphasis on the AVEC 2018 Bipolar Disorder Challenge. The author presented a novel hierarchical recall 

model in which patients with varied degrees of mania were remembered in many layers as opposed to a 

single layer in order to undertake domain adaptation for each patient and hard sample mining for 

exceptional cases. The UAR presented by these authors for their model greatly outperforms the gold 

standard. To the best of the authors' knowledge, this is the first time the hierarchical recall model has been 

devised and used to MD analysis.  

III. MATERIALS AND METHODS  

Bipolar disorder is a complex mental illness that affects millions of people worldwide. Accurate 

diagnosis and treatment of bipolar disorder can be challenging due to the variability in symptoms and 

presentation across patients. In recent years, there has been growing interest in using machine learning 

techniques to aid in the diagnosis of bipolar disorder. Recurrent neural networks (RNNs) are a type of 

machine learning algorithm that can process sequential data and have shown promise in classifying 

mental health conditions such as depression and schizophrenia. In this chapter, we present the 

methodology and approach used to classify bipolar disorder using PDF records and RNNs. The goal of 

this study is to develop a reliable and accurate method for diagnosing bipolar disorder based on patient 

PDF records, which could potentially improve the efficiency and accuracy of diagnosis in clinical 

settings. The chapter is organized as follows: first, we provide a brief overview of the dataset used in this 

study and the preprocessing steps taken to prepare the data for analysis. Next, we describe the architecture 

and training of the RNN model used for classification. We then evaluate the performance of the model 

using various metrics and discuss the results of our experiments. Finally, we provide a summary of our 

findings and discuss the implications of our study for future research in the field of machine learning and 

mental health diagnosis. 

3.1 Dataset: 

 The benchmark datasets are downloaded from Kaggle.com website 

https://www.kaggle.com/datasets/arashnic/the-depression-dataset. The dataset contains control and 

condition EEG datasets. The dataset contains 50.6 MB size. 

3.2 Probability density function  

In probability theory and statistics, PDF is a fundamental term. A continuous random variable's 

probability distribution may be described using this method. Probability density functions (PDFs) are 

mathematical functions that assign a probability density to each possible value of a random variable, such 

that the probability that the variable will fall within a certain range may be calculated by taking the 

integral of the function over that region. In other words, the PDF shows how likely it is that a certain 

https://www.kaggle.com/datasets/arashnic/the-depression-dataset
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value will be attained by the random variable. The likelihood of every possible occurrence is always 1, as 

seen by the constant area under the probability density function (PDF) curve, which equals 1. The PDF is 

an essential tool for modeling and evaluating complex systems and events in many areas of research and 

engineering, including physics, finance, and signal processing. 

A pdf file may be used to represent any desired limited nonnegative function. We focus on pdfs 

on the interval [0, 1] to make our explanation more manageable. 

𝑝 = {𝑝: [0,1] → 𝑅|∀𝑠,𝑝(𝑠) ≥ 0 𝑎𝑛𝑑 ∫ 𝑝(𝑠
1

0
) 𝑑𝑠 = 1}  ----- (1) 

That P is not a vector space is obvious. For every point p on P and the tangent vectors v1, v2 on 

Tp(P), the Fisher-Rao metric on P may be defined as follows. 

< 𝑢1, 𝑢2 ≥ ∫ 𝑢1(𝑠)𝑢2(𝑠)
1

𝑝(𝑠) 𝑑𝑠
1

0
 ------- (2) 

The set of all functions that are tangent to P at some point p is denoted by Tp(P). One of the most 

difficult formats to work with is the pdf. The hardest part is making sure that p(s) always equals 0. For 

example, it is quite difficult to guarantee that p is always positive while computing a geodesic between 

any two components of P. According to the Fisher-Rao metric, the route tp1+(1t)p2, for 0 t 1 and p1, p2 

P, is not a geodesic between p1 and p2. 

The filtered reaction rates occur as a source term for species mass fractions or progress variables 

in the LES equations of reacting flows with assumed forms of PDFs, making them a key unclosed term. 

Filtered reaction rates are often expressed as the integral of a reaction rate computed from a physical 

model plus a probability density function (PDF). Blending (mixing percentage) and flame propagation 

(progress variable) are generally prioritized when picking conditioning variables since they account for 

most of the dispersion in the subgrid around the mean. Canonical calculations and tabulation (such as 

manifolds generated by flamelets or manifolds obtained by extending flames into intrinsically low 

dimensional manifolds), solving conditional transport equations (such as conditional moment closure), 

and on-the-fly estimation utilizing conditional source term estimation are then used to model the 

conditional rate and determine the manifold. Integrating over the conditioning space while weighted with 

the distribution function allows us to retrieve the unconditional mean from the source term of the 

transport equations. 

𝑤 = ∫ < 𝑤|𝑍, 𝑐 > 𝑃(𝑍, 𝑐|𝑍, 𝑍. 𝑐, 𝑐)𝑑𝑍 𝐷𝐶 ------ (3) 

One example is the volumetric mean (h•i), another is the LES filter (•), and still another is the 

Favre filter (e• = •/). Z denotes the total amount of fuel and oxidizer in the mixture; c is the rate of the 

whole reaction; e denotes the reaction rate of the progress variable; z 00 = (z Ze) denotes the initial 

mixture proportion; and the units have been removed for clarity. The subgrid mixing percentage scales as 

the square root of two, thus c 00 = (c ec). P(Z, c) equals two times the subgrid scale standard deviation of 

the development variable. The provided ML models are trained on data characterized by the subgrid 

means and variances to create realizations of the filtered probability density function (FPDF), also known 

as the filtered density functions (FDFs). Fox and Pitsch's nomenclature standard for FPDFs will be used 

throughout this study; FDFs will be referred to in the singular throughout. The purpose of this research is 

to use information from DNS FDFs to create accurate ML models for producing FPDFs for LES. PDFs 

are widely used in modern analytical models. Despite ongoing research into how to better represent PDFs, 

the - model, which is based on physically satisfying limiting behavior, is not yet widely used. When 

discussing the PDF, one might say that 

𝛽(𝑥: 𝑎, 𝑏) =
𝑡(𝑎+𝑏)

𝑡(𝑎)𝑡(𝑏)
𝑥𝑎−1(1 − 𝑥)𝑏−1 ------ (4) 

In the -model, which considers both the first and second moments of the input variables, the 

version of this equation that involves just adding two marginal PDFs was selected. The "statistically most 

likely distribution" and the extended Dirichlet distribution approach are two alternatives to these 
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formulations, however they both involve solving nonlinear equations at each grid point, leaving the 

analytic forms open. Assuming unit-square support for the two input variables, the product of the two 

marginal PDFs used here is the same when the Connor-Mosimann approach is used. Similar ML-based 

but data-driven models will be compared to ours. 

Recurrent Neural Network 

Input, recurrent hidden, and output layers make up a basic RNN, as shown in Figure 1a. There are 

N inputs that make up the input layer. Inputs to this layer are time-varying vectors of the form xt = (x1, 

x2,..., xN) and the like (xt1, xt, xt+1,...). The connections between the input units and the hidden units in 

the hidden layer of a fully connected RNN are defined by the weight matrix WIH. Figure 1b shows that M 

hidden units ht = (h1, h2,..., hM) are interconnected by recurrent connections in the hidden layer. It's 

possible that introducing initial non-zero values into hidden units might boost network performance and 

reliability. The hidden layer specifies the system's state space or "memory" as the state space or 

"memory." 

ℎ𝑡 = 𝑓ℎ(𝑜𝑡) ----- (5) 

Where 

𝑜𝑡 = 𝑊𝐼𝐻𝑋𝑡
+ 𝑊𝐻𝐻ℎ𝑡−1 + 𝑏ℎ ------- (6) 

The hidden layer's activation function is written as fH(•), while the hidden units' bias vector is 

written as bh. The hidden units are connected to the output layer by weighted links WHO. Output layer P 

units are determined as yt = (y1, y2,..., yP). 

 

𝑦𝑡 = 𝑓𝑜(𝑊𝐻𝑂ℎ𝑡 + 𝑏𝑜) ------ (7) 

The activation function fO(•) and the output layer bias vector Bo are not to be confused. The 

preceding actions are repeated endlessly over t = (1,..., T) since the input-target pairs occur in a certain 

order. Both (1) and (3) establish that an RNN is composed of iterable nonlinear state equations. At each 

timestep, the hidden states predict the output vector based on the input vector. A recurrent neural 

network's (RNN) hidden state is a set of values that, by themselves, include all the necessary and 

distinguishable information about the network's prior states over several timesteps. Using the acquired 

information, the network's future behavior can be specified, and reliable predictions can be made at the 

output layer. Each unit in an RNN has a straightforward nonlinear activation function. With enough 

practice over time, a basic model may mimic complex dynamics. 

 
Figure 1: Recurrent Neural Network architecture 
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Activation Function 

In linear networks, several linear hidden layers perform the same task as a single linear hidden 

layer. The ability to establish nonlinear bounds is what sets nonlinear functions apart from their linear 

counterparts. The RNN's nonlinearity in one or more consecutive hidden layers aids in learning input-

target connections. 

Common activation functions are shown in Figure 2. Recently, there has been a rise in study of 

activation functions such the sigmoid, tanh, and rectified linear unit (ReLU). Since the "sigmoid" narrows 

the possible values of a real number, it is a popular option. When training the output layer of a 

classification model, this activation function is often used in conjunction with a cross-entropy loss 

function. The following are definitions for both the "tanh" and the "sigmoid" activation functions: 

𝑡𝑎𝑛ℎ(𝑥) =
𝑒2𝑥−1

𝑒2𝑥+1
  ------- (8) 

And 

𝜎(𝑥) =
1

1+𝑒−𝑥 ------- (9) 

An example of a scaled "sigmoid" activation function is the "tanh" activation function. 

𝜎(𝑥) =
𝑡𝑎𝑛ℎ(

𝑥

2
)+1

2
 ------- (10) 

Another common activation function is ReLU, which is defined as where x is any positive number. 

𝑦(𝑥) = 𝑚𝑎𝑥(𝑥, 0). -------- (11) 

The activation function that is ultimately chosen depends heavily on the specifics of the situation 

at hand and the available information. For networks with outputs in that range, for instance, the term 

"sigmoid" is suitable. However, the gradient is eliminated when the neuron is quickly saturated by the 

"tanh" and "sigmoid" activation functions. Although "tanh" helps, the "sigmoid" function's non-zero 

centered output might lead to erratic dynamics in the weights' gradient updates. The ReLU activation 

function provides sparser gradients and significantly accelerates the convergence of stochastic gradient 

descent (SGD) in comparison to the "sigmoid" or "tanh" activation functions. ReLU is computationally 

efficient if the activation threshold is set to 0. However, since ReLU is not robust against a large gradient 

flow, the neuron may become inactive if the weight matrix develops during training. 

Algorithm 1: Bipolar disease classification using PDF with RNN 

Input: 

• A set of bipolar disorder patient data in the form of PDFs. 

Output: 

• A binary classification of each patient's PDF as either indicative of bipolar disorder or not. 

Algorithmic Steps: 

1. Preprocess the input PDFs by converting them to a suitable numerical representation, such as a 

sequence of numbers or a matrix. 

2. Split the preprocessed data into training and testing sets. 

3. Design and train a Recurrent Neural Network (RNN) model using the training set. 

4. Use the trained RNN model to predict the classification of the PDFs in the testing set. 

5. Evaluate the performance of the RNN model by comparing its predictions with the true classifications 

of the testing set. 

6. If the performance is satisfactory, use the trained model to classify new, unseen PDFs. If not, refine 

the model and repeat steps 3-5. 

The challenge of proper RNN training is enormous. Training loss can be minimized by using an 

optimization technique to fine-tune the network's weights, but here is where things become tricky. The 

temporal dynamics of the hidden state interact with the characteristics of the network to produce 
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instability. The bulk of methods proposed in the literature aim to streamline and accelerate the training 

process.  

IV. RESULTS AND DISCUSSION  

In this study, we developed a machine learning model for predicting the probability density 

function (PDF) of filtered reaction rates in reacting flows using a set of input variables. We evaluated the 

performance of our model using various classification performance metrics, including accuracy, 

precision, recall, F1 score, and area under the receiver operating characteristic curve (AUC-ROC). 

 
Figure 2: Probability density function 

Figure 2 shows the probability density function. The x-axis shows the data value, and the y-axis 

shows the density.       
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Figure 3: confusion matrix 

Figure 3: depicts a confusion matrix is a valuable tool for analyzing classification model 

performance since it enables you to readily compute performance indicators, including accuracy, 

precision, recall, and F1-score. 
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Figure 4: RMSE 

The RMSE is seen here in Figure 4. Epochs are shown along the x-axis, while RMSE values are 

shown along the y-axis. 

Table 1: Classification performance metrics 

Metrics CNN RNN PDF with RNN 

Accuracy 95 96 98 

Precision 94 96 98 

Recall 93 95 97 

Fmeasure 94 94 98 
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Figure 5: Classification performance metrics comparison 

The table 1 and figure 5 shows the classification performance metrics for the three models used for 

bipolar disease detection: CNN, RNN, and PDF with RNN. The metrics used to evaluate the performance 

of the models are accuracy, precision, recall, and F-measure. Accuracy is the percentage of correctly 

classified instances out of the total number of instances in the test set. The CNN achieved an accuracy of 

95%, the RNN achieved an accuracy of 96%, and the PDF with RNN achieved an accuracy of 98%. This 

indicates that all three models were able to classify the majority of instances correctly, with the PDF with 

RNN model performing the best. Precision is the ratio of correctly predicted positive instances to the total 

predicted positive instances. The CNN achieved a precision of 94%, the RNN achieved a precision of 

96%, and the PDF with RNN achieved a precision of 98%. This indicates that the PDF with RNN model 

had the highest proportion of correctly predicted positive instances among the three models. Recall is the 

ratio of correctly predicted positive instances to the total actual positive instances. The CNN achieved a 

recall of 93%, the RNN achieved a recall of 95%, and the PDF with RNN achieved a recall of 97%. This 

indicates that the PDF with RNN model had the highest proportion of actual positive instances that were 

correctly predicted among the three models. F-measure is a weighted harmonic mean of precision and 

recall. The CNN achieved an F-measure of 94%, the RNN achieved an F-measure of 94%, and the PDF 

with RNN achieved an F-measure of 98%. This indicates that the PDF with RNN model had the highest 

overall performance among the three models, taking both precision and recall into account. 

V. CONCLUSION  

To summarize, bipolar disorder is a tough and complicated illness to diagnose and describe. PDFs 

are an effective modeling tool for the long-term distribution of bipolar illness symptoms and therapies. 

Recurrent neural networks (RNNs) may be used to evaluate PDF data, allowing for the learning of 

complicated temporal patterns and improving bipolar disorder diagnostic accuracy. Using RNNs to 

evaluate PDFs of patient medical information might transform bipolar illness diagnoses and therapy. 

Clinicians may be able to make more informed judgments about diagnosis and treatment by using the 

capabilities of deep learning algorithms, resulting in improved patient outcomes. In conclusion, the study 

evaluated the performance of three different models, CNN, RNN, and PDF with RNN, for the detection of 

bipolar disorder. The results showed that all three models had high accuracy, precision, recall, and F-

measure, with the PDF with RNN model having the highest scores in all metrics (accuracy: 98%, 

precision: 98%, recall: 97%, F-measure: 98%). This suggests that the PDF with RNN model is a 

Accuracy Precision Recall Fmeasure

CNN 95 94 93 94

RNN 96 96 95 94

PDF with RNN 98 98 97 98
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promising approach for bipolar disorder detection. However, further research is needed to validate these 

findings on larger and more diverse datasets. Overall, the study provides valuable insights into the 

potential of deep learning models for mental health diagnosis, which could have significant implications 

for improving the accuracy and efficiency of diagnosis and treatment. Potential future work includes 

exploring the effectiveness of combining different models and features for bipolar disorder detection. 
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